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ABOUT ME

- Senior Deep Learning Data Scientist  @ NVIDIA - Supporting 
delivery of AI / Deep Learning solutions

- Focusing on large scale/distributed training and efficient 
inference

- Expertise in Natural Language Processing

Adam Grzywaczewski – adamg@nvidia.com



DRAMATIC INCREASE IN MODEL SIZES
The Trend Continues
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Transformers: 275x / 2yrs

All AI Models: 25x / 2yrs

Moore’s Law: 2x / 2yrs

https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model

https://developer.nvidia.com/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-powerful-generative-language-model


WHY?



THE SCALING LAWS
Performance of neural networks increases with model/dataset size

Hestness, J., Narang, S., Ardalani, N., Diamos, G., Jun, H., Kianinejad, H., ... & Zhou, Y. (2017). Deep Learning Scaling is Predictable, Empirically. arXiv:1712.00409.

Exponential 

increase



EMPIRICAL EVIDENCE
The Scaling Laws in NLP

Henighan, Tom, et al. Scaling laws for autoregressive generative modeling. arXiv preprint arXiv:2010.14701 (2020).



EMPIRICAL EVIDENCE
The Scaling Laws for Generative models

Henighan, Tom, et al. Scaling laws for autoregressive generative modeling. arXiv preprint arXiv:2010.14701 (2020).



The Scaling Laws in Speech

Droppo, Jasha, and Oguz Elibol. Scaling Laws for Acoustic Models. arXiv preprint arXiv:2106.09488 (2021).

EMPIRICAL EVIDENCE



EMPIRICAL EVIDENCE
The Scaling Laws in Computer Vision

Zhai, Xiaohua, et al. Scaling vision transformers. arXiv preprint arXiv:2106.04560 (2021).



BEYOND ACCURACY



ARE LARGE LANGUAGE MODELS WORTH IT?

The cost of incremental improvement

Are we building those 
models only for the 
small incremental 

improvement in their 
performance?

Is it worth all the 
engineering and 
computational 
investment?

10,000x Increase

Tom Henighan, Jared Kaplan, Mor Katz, Mark Chen, Christopher Hesse, Jacob Jackson, Heewoo Jun, Tom B. Brown, Prafulla Dhariwal, Scott Gray, Chris Hallacy, Benjamin Mann, Alec 
Radford, Aditya Ramesh, Nick Ryder, Daniel M. Ziegler, John Schulman, Dario Amodei, Sam McCandlish. Scaling Laws for Autoregressive Generative Modeling.2020



FEW SHOT LEARNING

Learning from far fewer examples

Brown, T. B., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., ... & Agarwal, S. (2020). Language models are few-shot learners. arXiv preprint arXiv:2005.14165..



FINETUNED LANGUAGE MODELS ARE ZERO SHOT LEARNERS

Exceptional zero shot learning capability

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, C., Mishkin, P., ... & Lowe, R. (2022). Training language models to follow instructions with human feedback. Advances in Neural 

Information Processing Systems, 35, 27730-27744.



GPT-4 AND ITS IMPLICATIONS



Unbelievable Rate of Progress
Major shift in capabilities



Beyond Incremental Improvement to NLP
Exceptional zero shot learning capability





80% of U.S. workforce…
10% of their work tasks affected

With access to an LLM…
47% and 56% of all work tasks could be 

completed significantly faster



Impact



WHAT DOES IT MEAN FOR THE INDUSTRY?



OBVIOUS APPLICATIONS



Changing Competitive Landscape 
55.8% faster than the control group 

Peng, S., Kalliamvakou, E., Cihon, P., & Demirer, M. (2023). The impact of ai on developer productivity: Evidence from github copilot. arXiv preprint arXiv:2302.06590.

Sébastien B et all (2023). Sparks of Artificial General Intelligence: Early experiments with GPT-4. arXiv:2303.12712

I write 50 lines of code per day I write 100-1000 lines of code per day

+ unit tests + comments + documentation

+
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Changing Competitive Landscape 
Across countless disciplines



Changing Competitive Landscape 
Across countless disciplines



Changing Competitive Landscape 
Reducing barrier to programming

https://dataliteracy.com/code-interpreter-for-chatgpt/



Changing Competitive Landscape 
Reducing barrier to programming

https://github.com/KillianLucas/open-interpreter



Changing the way we search

I asked the search engine: write a programming code that takes a letter and creates a shape of a tree

GooglePhind Chat GPT -OpenAI



Changing the way we collate information
Literature review at scale

https://www.nature.com/articles/s42256-020-00287-7



Changing the way we collate information
Literature review at scale

https://www.nvidia.com/en-us/on-demand/session/gtcfall21-a31252/



Changing the way we manage complex systems
Not just applicable to datacentre infrastructure



CHANGING THE WAY WE APPROACH COMPLEX PROBLEMS
LLM in mathematics



BEYOND GENERIC MODELS
Science



BEYOND GENERIC MODELS
Science



BEYOND THE OBVIOUS



Beyond the Obvious
We can only see the first wave of business models affected



Transforming Impossible into Feasible
Future of books / reports



Transforming Impossible into Feasible
Democratizing access to education



NOT JUST LANGUAGE



WHAT IS GENERATIVE AI?



BIOLOGY
Nucleotide transformer



CHEMISTRY / DRUG DISCOVERY
MegaMolBart



CHEMISTRY / DRUG DISCOVERY
MolGPT



BIOLOGY
Beyond academic research

https://insilico.com/



MATERIAL SCIENCE
Already changing related disciplines



TIME SERIES DATA



BEYOND SPEECH
Foundation for a range of timeseries problems

”Voicebox is a non-autoregressive flow-matching model trained to infill speech, given audio 
context and text, trained on over 50K hours of speech that are neither filtered nor enhanced.”



BEYOND SPEECH
Taking the learnings to other disciplines



OBVIOUSLY IMAGES



GENERATIVE MODELS
We understood how to design those for quite some time
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Period of early success lays the 
foundation for the future of 
generative models.
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GA N 
E X P LOS ION
Success of Generative 
Adversarial Networks pushes the 
boundary of what is possible.

S TA B IL ITY  
A ND S CA LE
Working towards stable training of 
larger and more capable models.

F IDE L ITY

Successs in generation of higher 
fidelity content

R E A L IS M

Incremental improvements 
increasing the realism of the 
generated content.

DIVE R S ITY  
A ND 
CONTR OLModels that not only generate 
high fidelity but also diverse 
content that can be controlled by 
the user.

20
20



EVEN MORE DIVERSITY AND CONTROL
Blurring the line between digitally created art and reality



EASE OF USE
Critical mass



ANY FORM OF DESIGN
From Interior decoration to… Architecture

Furniture and interior 
decoration

Fashion Architecture

New York Times: A.I.-Generated Art Is Already Transforming Creative Work

https://www.nytimes.com/2022/10/21/technology/ai-generated-art-jobs-dall-e-2.html

https://www.nytimes.com/2022/10/21/technology/ai-generated-art-jobs-dall-e-2.html


ANY FORM OF DESIGN
…to Automotive and more

Automotive Game development

Biology / Chemistry / Material 
Science / Scientific Visualization 

/ ???



SIMULATION



TRANSFORMING DATA PROCESSING
Again dramatically reducing the skills barrier



TRANSFORMING DATA COLLECTION
Automotive example



ROBOTICS
Planning and Imagination



PHYSICS



OTHER MODALITIES



EMPIRICAL EVIDENCE
The Scaling Laws for Generative models

Henighan, Tom, et al. Scaling laws for autoregressive generative modeling. arXiv preprint arXiv:2010.14701 (2020).



MULTIMODAL ARCHITECTURES



This is just the first wave
Rise of multimodal architectures



Simplicity of multimodal architectures
LLAVA example



This is just the first wave
Rise of multimodal architectures



THE ROLE OF NVIDIA IN GENERATIVE AI



cuNumeric CV-CUDA cuQuantum Parabricks Sionna JetPack

RAPIDS Spark cuDNN cuGraph TensorRT Triton DeepStream Flare

DOCA Mag IO Aerial

AI APPLICATION
FRAMEWORK

3 CHIPS

CLOUD-TO-EDGE
DATACENTER-TO-ROBOTIC SYSTEMS

ACCELERATION
LIBRARIES

DPUCPUGPU

DGX HGX EGX OVX AGXRTX Super 
POD

NVIDIA 
HPC

NVIDIA 
AI

NVIDIA 
Omniverse

PLATFORMS



BARRIERS



IS IT COMPLEXITY?



NVIDIA’S GENERATIVE AI SOLUTIONS
Foundations to Build and Run Your Generative AI

NVIDIA NeMo service NVIDIA BioNeMo service NVIDIA NeMo frameworkNVIDIA Picasso service

NVIDIA AI EnterpriseNVIDIA AI Foundations

NVIDIA DGX Cloud

NeMo



NEMO FRAMEWORK
End-to-end, cloud-native framework to build, customize and deploy generative AI models

Data Curation @ Scale

Extract, deduplicate, filter 
info from large unstructured 

data @ scale

Optimized Training

Accelerate training and 
throughput by parallelizing the 

model and the training data 
across 1,000s of nodes.

Model Customization

Easily customize with P-
tuning, SFT, Adapters, RLHF, 

AliBi

Guardrails

Keep applications aligned 
with safety and security 

requirements using 
NeMo Guardrails

Deploy at-scale Anywhere

Run optimized inference 
at-scale anywhere

Multi-modality support

Build language, image, 
generative AI models

Support

NVIDIA AI Enterprise and 
experts by your side to 
keep projects on track

AI
DEVELOPERS

ENTERPRISE 
APPLICATIONS

Queries
Model 

Development

In-domain queries

In-domain, secure, 
cited responses

NeMo Framework

Data Curation Distributed Training Model Customization Accelerated Inference Guardrails

Now in open beta, general availability with NVIDIA AI Enterprise 
in Q2’2023 (LLMs Only)

Multi-modal available via early access now



DEMONSTRATING SIMPLICITY OF USE



Step 1
Formatting the dataset



Step 1
Alternative examples



Step 2
Design the prompt structure



Step 2
Design the prompt structure



Step 2
Alternative examples



Step 3
Training configuration



Step 4
Kick off the training process



Step 5
Monitor the training process



ARE DATASETS A BARRIER?



Unsupervised models
Limited data processing complexity



IS IT THE COMPUTE?



Training LLMs is computationally intensive
GPT-3 Training Time on NVIDIA A100 GPUs

Time to train 300B tokens in days (A100) – BF16

800 GPUs 
(5x DGX SuperPod)

480 GPUs 
(3x DGX SuperPod)

160 GPUs 
(1x DGX SuperPod)

64 GPUs
(8x DGX A100)

GPT-3: 126M 0.07 0.12 0.37 0.92

GPT-3: 5B 0.8 1.3 3.9 9.8

GPT-3: 20B 3.6 6 18.1 45.3

GPT-3: 40B 6.6 10.9 32.8 82

GPT-3: 175B 28 46.7 140 349.9



LLAMA 2 TRAINING TIME
Hypothetical Training Time on single NVIDIA A100 GPUs

Single GPU

24 years +



LLAMA 2 TRAINING TIME
Training Time on NVIDIA A100 GPUs

DiRAC: Tursa

157 days
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Adam Grzywaczewski – adamg@nvidia.com


